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A B S T R A C T
Multi-phase multi-component flow processes are fundamental to engineering applications in hydrocarbon and geothermal reservoirs but also to many classical geological processes. This review will highlight recent developments in the mathematical modelling and numerical simulations of the underlying physical processes from the pore- to the reservoir scale. Many modern approaches now rely on integrating numerical and analytical methods and incorporate results across the different length scales. This provides new insights into the fundamental properties of multi-phase multi-component flow and helps to mitigate some of the inherent difficulties in quantifying them in subsurface reservoirs.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The transport of dissolved chemical components (e.g., CO₂, NaCl, CH₄) in different fluid phases (e.g., water, oil, gas) occupying the pore space of geological formations underground (see Fig. 1 for an example of a geological formation) is of fundamental importance to a large number of geological and reservoir engineering processes. These include, but are not limited to, storing greenhouse gases such as CO₂ in saline aquifers and oil and gas from hydrocarbon reservoirs through the injection of chemicals [4] or viscosifying polymers [81], heat flow in high-enthalpy geothermal and volcanic systems [39], flow in the vicinity of radioactive waste repositories [88], remediation of toxic contaminants in groundwater aquifers [62], or the formation of hydrothermal ore deposits [30].

All these applications have in common that they are modelled, in various degrees of complexity, by the governing equations for multi-phase multi-component flow at the reservoir scale. In the most general form, transport of a chemical component c in fluid phase α is given by

\[ \frac{\partial M_c}{\partial t} + \nabla \cdot F_c = R_c, \]  

(1)

where \( R_c \) is a general source/sink term, describing, for example, the rate at which a chemical component is consumed by a mineral reaction or injected at a well into a hydrocarbon reservoir. The mass of component c, \( M_c \), is given by

\[ M_c = \varphi \sum_{\alpha=a, g} S_{\alpha} \rho_{\alpha} x_{\alpha}. \]  

(2)

where \( \varphi \) is the rock porosity, \( S_{\alpha} \) and \( \rho_{\alpha} \) are the saturation (fluid volume fraction) and density of phase α, respectively. Note that \( S_o + S_a + S_g = 1 \). \( x_{\alpha} \) is the mass fraction of component c in phase α. The subscripts o, a, and g denote the oelic, aqueous, and gaseous phase, respectively. The flux vector \( F_c \) describing the advective and dispersive component c is defined as

\[ F_c = \sum_{\alpha=a, g} \left( v_{\alpha} \rho_{\alpha} x_{\alpha} \right) - S_{\alpha} \nabla \left( \rho_{\alpha} x_{\alpha} \right), \]  

(3)

where \( \nabla \cdot F_c \) is the dispersion tensor, which is a function of the phase velocity \( v_{\alpha} \) and molecular diffusivity of \( \chi_{\alpha} \). \( v_{\alpha} \) is given by the extended Darcy’s law

\[ v_{\alpha} = \frac{k_{\alpha}}{\mu_{\alpha}} \left( \nabla p_{\alpha} - \rho_{\alpha} g \right). \]  

(4)

Here, \( k \) is the permeability (a tensor) of the rock, \( k_{\alpha} \) is the relative permeability, \( \mu_{\alpha} \) is the viscosity, \( p_{\alpha} \) the pressure in phase α, and \( g \) the vector of gravitational acceleration, i.e., \( g = [0, 0, -g] \).

The set of governing equations (Eq. (1) to (4)) gives rise to a complex flow behaviour with multiple displacement fronts. To illustrate this, consider the simplified case where a wetting phase displaces a
non-wetting phase while carrying a dissolved chemical component at high concentration (Fig. 2). In this two-phase one-component scenario, one front develops where the two fluid phases displace each other (“saturation front”) and another front develops, usually trailing the former one, where the wetting phase at high concentration mixes with the wetting phase at low concentration (“concentration front”). The shape of the two fronts depends on the flow conditions, i.e. if advective processes dominate over diffusive processes or vice versa. The shape of the saturation front always influences the shape of the component front. The shape of the component front only impacts the shape of the saturation front if the chemical components affect the relative permeability $k_r$ or phase pressure $p_w$[78,79].

Solving these equations is non-trivial for the following reasons: (1) Porosity $\phi$ and permeability $k$ vary spatially and possibly temporally if chemical reactions (e.g., mineral scale formation) alter the pore-space geometry (Fig. 3). (2) Permeability coefficients can readily vary over orders of magnitude, giving rise to large variations in flow velocities (Eq. (4)) and localised flow (Fig. 3). (3) The distribution of permeability and porosity coefficients is unknown and multiple distributions must be generated stochastically to evaluate uncertainties in flow and transport. (4) Relative permeability $k_r$ and phase pressure $p_w$ are non-linear functions of the phase saturation $S_\alpha$ and, possibly, the mass fraction of a dissolved chemical component $\chi_{\alpha}$, for example if chemical reactions change the wettability of the rock surface (Fig. 2). (5) Phase density $\rho_\alpha$ and phase viscosity $\mu_\alpha$ typically depend on the mass fraction of a dissolved chemical component (e.g., the density of brine increases with increasing NaCl concentration). (6) The phase saturation can change as a function of phase pressure and mass fraction of a dissolved chemical component (e.g., the amount of CO$_2$ that can be dissolved in the water phase depends on the phase pressure and the amount of free CO$_2$ determines the saturation of the water and gas phase).

The aim of this paper is to review the state-of-the-art solution approaches for the above equations using numerical methods at the pore and continuum scale and (semi-)analytical methods. While our review focuses mostly on recent advances with respect to oil and gas production from hydrocarbon reservoirs, it immediately carries over to other disciplines because of the generality of the governing equations. In the next section we will discuss analytical solutions which are imperative for the simulation and understanding of the fundamental scaling of multi-component transport during multi-phase flow. This is followed by two sections discussing recent advances in the numerical simulation of multi-component transport and multi-phase flow at the pore- and continuum scale, respectively. We close by highlighting some of the outstanding questions and future challenges in this field.

2. Analytical solutions

Analytical solutions for Eq. (1) to (4) play an important role for three reasons. The first and most obvious reason consists in benchmarking of new numerical methods (see Section 4). Second, analytical solutions can be used as parts of a numerical code as grid-free methods that significantly speed up the calculations[43,24,25]. Finally, analytical solutions can shed light onto the often complicated interactions of some of the non-linearities included in Eq. (1) to (4) [45,16], and help in interpreting experimental results [52]. However, due to the complexity of the governing equations, to date no solutions are known that resolve all the dependencies that are possible in a multi-phase multi-component system, and most likely never will be. Instead, analytical solutions are derived for homogeneous domains, and certain limiting cases that are particularly important in practical applications. Often self-similarity is heavily exploited. This makes the governing partial differential equations mathematically tractable, but excludes the investigation of important non-self-similar effects like flow instabilities [41].

2.1. Analytical solutions for CO$_2$ storage

Many recently proposed solutions investigate key problems that arise in connection with the modeling and simulation of CO$_2$ capture and storage. Often, the researchers active in this field have developed a sequence of increasingly complex solutions in separate publications, and we will only focus on the most recent ones. CO$_2$ storage involves its injection into deep saline aquifers. Since these aquifers can be penetrated by many abandoned oil wells, leakage rates of CO$_2$ through these wells are a major concern, and [67] derived analytical solutions for this scenario. The pressure buildup during CO$_2$ injection is another major concern [58’], since during CO$_2$ injection, the pressure near the well increases which can lead to excessive formation damage. [58’] give analytical solutions for pressure buildup that account for partial miscibility of CO$_2$ and brine, and for volume change on mixing. Another impact of CO$_2$ injection on the formation are changes in porosity and permeability, and [94] derive analytical solutions that describe porosity and permeability reduction due to salt precipitation. Since the injected CO$_2$ is lighter than the reservoir brine, the extent of the CO$_2$ plume is governed by buoyancy while a significant fraction of the CO$_2$ in the plume’s tail will be disconnected from the tail and thus be trapped. [31] derive closed-form analytical solutions for gravity currents and residual trapping. [45] consider the same
situation and additionally take the effect of regional groundwater flow into account. In all these contributions, the vertical-equilibrium, sharp-interface assumption is evoked. For the vertical-equilibrium it is justified neglecting vertical flow, and the assumption of hydrostatic pressure. The sharp-interface assumption requires that capillary effects between both phases are negligible.

2.2. Analytical solutions for dispersive effects: imbibition and hydrodynamic dispersion

All the studies in the previous two sections ignore the influence of capillary and hydrodynamic dispersion on flow and transport since both effects lead to highly non-linear parabolic terms where the analytical techniques used in the above works are either difficult to apply or fail altogether.

However, both capillarity and dispersion give rise to effects of central importance. For example, capillary pressure and spontaneous imbibition are one of the main driving mechanisms to recover oil from fractured hydrocarbon reservoirs (Fig. 1), which contain approximately 60% of the world’s remaining oil reserves. If more than one component is present, and both miscible and immiscible displacement occur (Fig. 2), dispersion governs how well the miscible fluids mix [15••,41,78••], and thus limits fast chemical reactions [15••]. In the case of CO₂ injection, for example, neglecting dispersion leads to highly erroneous estimation of dissolution [32].

While the analytical solution to the hyperbolic (i.e., advection-only) two-phase system has long been known – the well-known Buckley–Leverett solution – and has been extended to far more complex cases [52], an analytical solution even for the simple case of immiscible two-phase flow without components but honouring capillary pressure effects was the matter of intensive research until recently: [78••] derived analytical solutions for the case where both hydrodynamic effects and capillary pressure act. The solutions [78••,79] describe immiscible flow and transport of a component. They also account for the important case of spontaneous imbibition (Fig. 2). The analytical description of the saturation and the capillary flow field is exact, and valid for arbitrary capillary-hydraulic properties. Thus, they form the capillary counterpart to the Buckley–Leverett solution. The solutions furthermore reveal how the mixing zone in two phases depends on whether viscous or capillary flow occur, and that sorption decreases the extent of the mixing zone [79].

3. Pore-scale modelling

Flow and transport processes in geological formations occur within the tiny pores comprising the formation (Fig. 4). Here they are modelled by a set of equations different from Eq. (1) to (4), the
Numerical results can be obtained for two- and three-phase pore scale techniques that can be applied to numerical rocks with high explicit processes such as the simultaneous flow of oil, gas, and water or the transport of reactive species can be quantified at the pore-scale and upscaled to model these processes more robustly at the continuum, that is reservoir, scale [33,34]. Lastly, new approaches emerge that directly couple pore- and continuum-scale simulations to model reservoir scale processes more reliably [74,65]. Incorporating results from pore-scale simulations in reservoir scale simulations is driven by the knowledge that small-scale heterogeneities affect the large-scale flow behaviour, both for component transport [15] and multi-phase flow [1].

Several comprehensive reviews have been published in the last decade, the most recent ones focusing on a discussion of the latest numerical methods for pore-scale modelling [59] and the general limitations of pore-scale modelling [82]. It is hence not our aim to provide another detailed review but to highlight how pore-scale modelling techniques are currently being expanded to provide further insights into multi-phase multi-component processes, although to this date published solutions of multi-phase multi-component problems at the pore-scale are very few. Instead, research often concentrates on just one aspect of the problem – either multi-phase flow or single-phase multi-component transport. Nevertheless, there is great potential for pore-scale modelling techniques to provide exciting new insights into multi-phase multi-component flow and important research progress is currently being made.

3.1. Multi-phase flow

The use of pore-networks to represent multi-phase flow can be dated back to the middle of the previous century. Pore-network modelling is a rule-based method that deals with idealized pore space representation, simplified flow equations and does not require explicit fluid-fluid interface tracking. Therefore it is currently the only pore scale technique that can be applied to numerical rocks with hundreds of thousands of pores. As such it currently has the best predictive capabilities and very good agreement between experimental and numerical results can be obtained for two- and three-phase flow in relatively homogeneous porous media [57,1]. High-resolution and multi-scale pore-network geometries can now be constructed to model flow and transport processes in realistic but challenging geometries [9,54]. Despite the large success of using pore-networks as a modelling tool, this approach has some limitations which are currently being overcome. This is an important progress in the context of multi-phase multi-component transport. Most network models are restricted to capillary dominated conditions and assume that the influence of viscous forces leading to advective displacement of fluid phases can be neglected. To overcome this limitation, dynamic pore network models are being developed, and first promising results show that the classical Buckley–Leverett profile can be recovered directly from the pore-scale [37]. Another way to include viscous forces and advective displacement is to simulate the multi-phase fluid dynamics directly on images of the pore structure. This can be achieved using either conventional simulation techniques adapted from computational fluid dynamics (CFD) or particle-based methods, among which Lattice Boltzmann (LB) method, an approximation of the Navier–Stokes equation, remains the most popular one. LB methods can be extended to two-phase flows more straightforwardly than CFD methods because no interface tracking is required. [73] show the comparison between LB calculations of relative permeabilities and experimental measurements and corroborate that the method has predictive capabilities, at least for homogeneous sandstone geometries. Nevertheless, care should be taken when using LB methods as it was also demonstrated that permeability calculations in 3D sandstone samples result in a strong unphysical sensitivity to fluid viscosity through the variation of relaxation time [63]. This sensitivity can be reduced, but not eliminated, by using a multi-relaxation time (MRT) scheme. Similar can be said about LB multi-phase modelling: The most popular multi-phase model, the Shan-Chen model, is not thermodynamically consistent and the resulting surface tension term in the Shan-Chen model has a different form from the one in the two-phase Navier–Stokes equation. [51,50] show how Shan-Chen model can be improved using MRT method. Another complication of the LB method is its high computational costs. Although LB schemes are straightforward to parallelise, they still require a large number of computational nodes if a calculation is to be conducted on a reasonably large domain. For example, [70] used the mature open source code Palabos on 2000 processors with run times of up to 60 hours to model reactive transport processes on relatively small samples of 200×200×300 lattice nodes. Interestingly, computational load is often cited as a drawback of CFD-based methods. However, it is our belief that if properly implemented, multi-phase simulations based on CFD techniques such as finite element or finite volume methods would not require more time and resources than the example above. In fact, it was suggested to speed-up two-phase LB calculations with level-set techniques, a classical CFD method to track interfaces [86].

Like any simulation approach that aims to model complex non-linear and multi-scale physical processes, pore-scale simulations will probably never be truly predictive in the sense that they can be run without any calibration to experimental data and still provide accurate forecasts of the flow behaviour [82]. This is, in part, caused by our understanding that even physical processes within individual pores, for example the formation and collapse of oil layers in the corner of a pore or the representation of the cross-sectional pore-shape, already impact large-scale flow behaviour [76]. Resolving such small-scale physics with LB methods may be intractable for the years to come. Furthermore, it was also demonstrated that the shape of the surface area separating two phases within the pore-space [42] or the presence of small clusters of different fluid phases within the pore-space [1] influence large-scale the flow behaviour. Without being able to parameterise these processes and/or resolving them numerically, pore-network simulations will not be truly predictive. This applies to both, two-phase flow and three-phase flow processes. Additional complexities are encountered if the network of connected pores contain pore-networks at different scales because the flow through the entire multi-scale network cannot be expressed by an average of the flow behaviour through the individual pore-networks [91,87].

3.2. Single- and multi-component transport

Since it is well understood that the mechanical spreading and diffusive mixing at the pore-scale affects the large-scale transport of chemical components [6,15,74], analysing single-phase component transport from a pore-scale perspective continues to be a topic of active research, especially as modern hardware are now powerful enough to model transient transport directly on the 3D rock images. [93] used CFD methods to develop an efficient finite element – finite volume algorithm to model Stokes flow and single-phase transport directly on the pore-space geometry. They further extended the model to account for the presence of a trapped second fluid phase during component transport [92]. Other successful approaches to model transport processes at the pore-scale are Lagrangian moving particle semi-implicit methods [68] and streamline-based random walks [8]. These simulation approaches allow us to analyse the range validity of classical continuum descriptions, i.e. Fick’s law. It is
usually found that available continuum descriptions for transport and chemical reactions break down when they are upscaled from the pore- to the continuum scale [5,8].

A key motivation for studying chemical reactions during component transport at the pore-scale is subsurface CO₂ storage; models now include kinetic dissolution/precipitation reactions for CO₂-rich brines [21] and resultant changes in pore-space geometry [3]. LB methods have also been applied to this scenario [46], which allows for a straightforward incorporation of local changes in pore-space geometry due to dissolution and precipitation. However, so far this approach was only used on artificial 2D geometries, prohibiting an experimental validation.

4. Continuum-scale modelling

While the development of analytical equations and pore-scale modelling techniques for multi-phase multi-component processes progresses continuously (see Sections 2 and 3), oil recovery from hydrocarbon reservoirs or CO₂ migration in saline aquifers must be predicted for complex geological structures (Fig. 1) comprising heterogeneous permeability and porosity fields [Fig. 3], usually with time-varying boundary conditions such as fluctuations of well flow rates or even new wells being drilled over the life-time of an oil reservoir. This cannot be modelled with analytical solutions or at the pore-scale. Robust and efficient numerical solutions to solve the governing equations (Eq. (1) to (4)) are needed instead.

4.1. Discretisation of complex geological structures

Many geological formations comprising subsurface reservoirs contain non-orthogonal and geometrically complex geological structures such as faults, fractures, or folded sedimentary layers (Fig. 1). The classical approach, and current industry-standard, in reservoir simulation is to discretise Eq. (1) to (4) using finite volume methods on Cartesian grids. Gradients in pressure (Eq. (4)) are computed using the pressures at two neighbouring grid cells along each main grid axis. Fluxes (Eq. (3)) are computed using the coefficients (e.g., $\alpha$ or $\beta$) from the upstream grid cell. It is well-established that this method gives inaccurate results, for example spurious non-physical oscillations and loss of mass balance, if the grid is skewed to accommodate non-orthogonal geological structures and the permeability tensor varies strongly. Hence significant research efforts continue to be devoted to develop locally conservative and flux-continuous finite volume discretisations that produce physical solutions (i.e. without spurious oscillations) when applied to grids containing anisotropic and discontinuous full-tensor permeability fields as well as non-orthogonal geological structures. Since many multi-phase multi-component transport processes represent inherently unstably physical processes, for example enhanced oil recovery processes involving the injection of a miscible gas phase, numerical errors trigger these instabilities [41]. The need for using grids that can represent complex geological structures is, in part, driven by the increasing need to produce oil and gas from structurally complex hydrocarbon reservoirs using recovery methods that give rise to unstable flow processes.

Flux-continuous methods for finite volume discretisations on complex grids with realistic permeability fields were recently made available through a mature open source code [56]. New families of flux-continuous and locally mass conserving finite volume schemes and control-volume distributed multi-point flux approximation schemes with improved numerical convergence rates for general grids with anisotropic with discontinuous permeability fields were developed by [22,69]. Advection of fluid phases or chemical components shows significantly less cross diffusion if multi-dimensional upwinding is used such that it occurs in the direction along which the saturation or concentration waves have travelled instead of along the main grid axes [19,49], or if upwinding can be avoided altogether [18]. Higher-order methods can be used to reduce numerical diffusion along the main grid axes, providing significantly sharper concentration and saturation fronts [53]. Mixed finite element methods and discontinuous Galerkin methods provide an alternative to finite volume discretisations to model multi-phase multi-component processes on complex grids while ensuring flux continuity and local mass conservation [40,85]. Like finite volume methods, these discretisation approaches can also be parallelised to provide computational speedup [14]. While these methods may not be readily adapted in commercial simulators, a key advantage is that finite element methods are amenable to combine challenging coupled flow and geomechanical simulations [29].

Direct simulation of multi-phase multi-component problems in fractured rock masses pose a particular gridding challenge if the fractures are to be discretised explicitly because a fracture has a very narrow width (Fig. 1) but must be represented in models that are tens to hundreds of metres in size. Fractures are often more permeable than the rock matrix and are main flow conduits. It is common to represent the fractures as lower-order entities, for example 2D surfaces in 3D reservoir models. This discretisation approach is robust but care must be taken to model the processes at the interface between fracture and matrix correctly [65]. [28,26] developed a parallelised combined finite element – finite volume method to simulate three-phase – three-component flow including a modified equation of state for gas-oil-water systems in fractured rock masses; higher-order flux approximations were used to preserve sharp concentration fronts. [36] showed that it is important to model diffusive processes of multiple chemical species in fractured rock masses accurately because diffusive exchange of chemical components between fractures and matrix can significantly retard the transport. [80] demonstrated how different time-stepping approaches and higher-order flux approximations can be used to model advection combined with (non-linear) diffusion processes due to mechanical and capillary dispersion accurately in fractured rock masses. Higher-order discontinuous Galerkin methods were also found to be suitable to model flow and transport processes efficiently in fractured rock masses with limited numerical diffusion perpendicular and parallel to the main grid axes [34]. They can readily be modified to handle discontinuous capillary pressures, a problem that is notoriously difficult to simulate if fractures are represented as lower-dimensional entities [35]. The discontinuous Galerkin approach can also be extended to model three-phase – multi-component oil-gas-water flows with higher-order flux approximations [60,61].

4.2. Reduced physics approaches

A key challenge often encountered in multi-phase multi-component simulations is the high computational cost, particularly if complex equations of state need to be evaluated to compute how chemical components partition among the different phases. Hence it is often impossible to run a large number of simulations to evaluate how uncertainties in the geological model, expressed in different realisations of the permeability and porosity fields (Fig. 3), may affect, for example, the volume of CO₂ sequestered in the subsurface or the breakthrough of a toxic groundwater contaminant. An obvious way to increase computational efficiency of multi-phase multi-component simulations is to make use of multi-core hardware architectures and run simulations in parallel, capabilities many of the latest multi-phase multi-component flow simulation codes have.

A different approach, and area of strong research activity, is to develop multi-phase multi-component simulations which simplify the physical processes but still give reasonably accurate results. Reduced physics simulations can be used, also in conjunction with parallelisation, to evaluate a large number of geological models and subsequently rank and prioritise them for further “full-physics” simulations that are computationally more costly but yield the most accurate results. This is particularly advantageous for numerical simulations of CO₂...
storage in saline aquifers because saline aquifers are larger than hydrocarbon reservoirs and usually less well characterised.

Streamline simulations are a well-established and widely used approach to efficiently simulate flow and transport processes on large and complex geological models, although at reduced physical accuracy [13]. Streamline simulations decouple the computation of the flow field and the transport process: First, the pressure and velocities are calculated in the entire reservoir using conventional finite volume techniques. Streamlines are then traced along the velocity field and transport of fluid phases or chemical components can be computed along the streamlines. Periodically, new concentration and saturation distributions are mapped back from the streamlines onto the finite volume grid and the pressure and velocity fields are updated. In the context of multi-phase multi-component simulations, the work by [72] presents an important milestone for streamline simulation because it describes a new model for the transport of CO$_2$, water, oil, and salt in an aqueous and hydrocarbon phase while also accounting for the precipitation of salt as halite and CO$_2$ as a carbonate mineral. The simulator was successfully applied to evaluate smart CO$_2$ injection strategies that are capable of trapping large volumes of CO$_2$ safely in geological formations [71]. It since has been improved to model the phase behaviour of CO$_2$-water systems along the streamlines, which provides significantly more accurate results [55]. Other important advances for streamline simulation of multi-phase multi-component processes are the modelling of non-Newtonian polymer floods with physically realistic rheological models for the non-Newtonian fluid [2] and computationally efficient front-tracking schemes that use analytical Riemann solvers along the streamlines to model miscible gas injection processes [43,44].

Another important class of reduced physics simulation approaches, which have started to gain traction in CO2 storage simulations are often subjected to inter-code benchmark comparisons. An important open source code is DuMuX [20], which can deal with multi-phase and multi-component transport for multi-physics simulations. It also offers multi-scale simulation techniques. The MATLAB Reservoir Simulation Toolbox (MRST) [56] offers advanced flux-continuous discretisation approaches for unstructured grids, including corner-point grids, Cartesian, rectilinear and curvilinear grids, Delaunay triangulations and Voronoi grids. It also provides multi-scale simulation techniques and can be applied to single- and multi-phase flow problems. OpenGeoSys is based on finite element discretisations and allows multi-physics simulations for coupled thermal, hydraulic, mechanical, and chemical processes [48]. Open source codes, research codes, and industrial simulators for multi-phase multi-component simulations are often subjected to inter-code benchmark comparisons. Benchmark studies for multi-phase multi-component flow have a long-standing history and recent work focused on simulating scenarios related to subsurface CO$_2$ storage with a variety of realistic flow scenarios [11]. Key lessons learned were that all simulators show reasonably good agreement in predicting the flow processes confirmed by numerous theoretical analyses [15] and combined experimental–numerical studies [47,17,77].

While it is theoretically possible to generate reservoir simulation grids with very fine resolution to capture all small-scale heterogeneities, it is practically impossible because this would lead to prohibitively large reservoir models and computing times. Hence, in practice, there will always be geological structures that are not represented explicitly in a large-scale reservoir simulation model because they are smaller than the size of a finite volume grid cell. Since these small-scale heterogeneities can affect the large-scale transport behaviour, they should be treated accurately in large-scale reservoir simulations. A very promising approach is to describe the resulting “sub-grid” fluctuations in the flow field by adding a stochastic forcing term to Eq. (3). This was pioneered by [84,83] for modelling miscible single-phase transport with chemical reactions and [90,89] to model the trapping of fluid phases during two-phase flow. [27] have used a stochastic partial equation with multiplicative noise to model sub-grid fluctuations and uncertainties in chemical reaction rates during miscible single-phase flow. [64] used the mean-field theory to estimate effective parameters for small-scale heterogeneities during two-phase flow. A slightly different approach was used by [74] who used continuum time random walks to model the small-scale transient times in large-scale reservoir simulations of miscible single-phase flow and also discussed how this approach could be extended to multi-phase flow. Another possibility of incorporating challenging flow behaviours due to small-scale heterogeneities is to explicitly couple pore-scale simulations with continuum-scale simulations in regions where continuum-scale descriptions of the transport processes are invalid, which yields more accurate predictions at the continuum-scale [6,75].

While the idea of stochastic methods to describe small-scale heterogeneities and uncertainties in the flow and transport behaviour is promising, there are to date no methods available that can deal with both, multi-phase flow and multi-component transport.

4.4. Open source codes and benchmark studies

Very recently, general-purpose simulators have been published that are released under the GNU General Public License. These allow the scientific community to utilise existing source code and publish truly reproducible science. These open source codes are often developed, tested, and applied by a large user base. Hence the code infrastructure is mature, which allows for straightforward implementation of new numerical methods for multi-phase multi-component flow simulations. An important open source code is DuMuX [20], which can deal with multi-phase and multi-component transport for multi-physics simulations. It also offers multi-scale simulation techniques. The MATLAB Reservoir Simulation Toolbox (MRST) [56] offers advanced flux-continuous discretisation approaches for unstructured grids, including corner-point grids, Cartesian, rectilinear and curvilinear grids, Delaunay triangulations and Voronoi grids. It also provides multi-scale simulation techniques and can be applied to single- and multi-phase flow problems. OpenGeoSys is based on finite element discretisations and allows multi-physics simulations for coupled thermal, hydraulic, mechanical, and chemical processes [48]. Open source codes, research codes, and industrial simulators for multi-phase multi-component simulations are often subjected to inter-code benchmark comparisons. Benchmark studies for multi-phase multi-component flow have a long-standing history and recent work focused on simulating scenarios related to subsurface CO$_2$ storage with a variety of realistic flow scenarios [11]. Key lessons learned were that all simulators show reasonably good agreement in predicting the flow processes

1 http://www.gnu.org/licenses/gpl-2.0.html
but results can deviate if errors are introduced in the gridding process, model parameters are assigned wrongly, or due to different interpretations of simulation problems.

5. Concluding remarks and future challenges

The mathematical and numerical modelling of multi-phase and multi-component processes will continue to receive major research interest, largely driven by the need to securely store CO₂ and other greenhouse gases underground, improve oil and gas recovery from depleted hydrocarbon reservoirs, and assessing clean-up schemes for contaminated groundwater aquifers. Today’s numerical discretisation methods are increasingly capable of modelling flow and transport processes reliably in complex geological structures; varying the degrees of physical complexity allows to speed up numerical simulations if needed. This applies to the reservoir as well as the pore-scale. Here it is particularly exciting that many advanced numerical methods are currently being made available through open source codes.

It is now well understood that flow and transport processes must be studied across multiple scales and reservoir scale simulations need to account for impact of small-scale heterogeneity. In this context, first promising attempts are being made to directly incorporate pore-scale simulation results and other small-scale stochastic processes in simulations at the reservoir scale. However, these still tend to focus on the complex behaviour component transport alone – an area that is challenging enough in its own right – and future research will need to focus on understanding how the small-scale interplay of phase and component transport affects reservoir-scale flow behaviours. Analytical solutions will continue to be of importance as they provide key insights into the fundamental properties of this interplay but are also increasingly used as building blocks for advanced numerical simulations.

However, numerical simulation experiments and analytical solutions are only one way to study the interactions of component transport and chemical reactions in multiple fluid phases; well-designed and carefully monitored laboratory experiments of multi-phase and multi-component processes remain a key requirement as they provide the much-needed validation data for the numerical and analytical models.
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